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ABSTRACT

BEST COPY AVAILABLE

when organizations are viewed as 1nfofmation processors, environmentéir
variables become highly important. In this.paper, an information process-
ing model of sccial systems is developed with particular concern for large
eompiex,organizations. In explicating the sixteef assumptions and proposi-
tions of the model, thg literature on environmental uncertainty, inter~crgani~
'zational communiration, technology and their effects on internal organizational

bpfocésses is reviewed. Many of the propositions im the mrdel develop rela-
tionships among environmental. variablés and the complexity of communication
networks within systems. o

A secondary analysis of data from a large eastern financiai institution
is used to provide a preliﬁinary test of the following propositions derived
from the model: 1) The greater the zone size, the greater the complexity

. of the internal communication network of the system, (2) the groater the
zone integration, the less the complexity of the internal C§mmnﬁicat10ﬁ net-
votk of the system, (3) thie greater the system openness, the greater the
complexity of the internal communication network of the system, and (4)
'_ﬁhé greater the system size, the less the compiexiéy of the internal com-
munication network of the system.

A communication network analysis yields 37 subsystems which have 1link-
ages to other subsystems. These data provide éhé basic for preliminary
evidence regarding the validity of these propositions. A nultiple regres~
sion yieids strong support for propositions 2, 3, and 4, and the set of
independent variables drawn from the model explaing 70% of the variance in
the internal complexity of the communication networl structures of thase

gystems.
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fradicionally, organizational theory and research has focussed almost
exclusively on intra-~organizational processes and characteristics. The
external environmental factors which might influence the%é processes were
largely ignored. This shortcoming of theor; regarding organizational pro-

cesses is now beginning to dissipate rapidly. Within the last two decades,

. the study ¢ organizations has first seen a gconceptual treatment of the

effects of envitoﬁmenial factors on intra-organizational processes, and
then a trend toward an empirical testing of some of the proposed relation~
ghips among envirormental and intra-organizational processes.

Two malor factors may help explain these trends and place them into
perapeetive{ A primary consideration has been the realization that the
classical, neo-classical, and human relations theories,zlwhich generally
posit one best way to organize, have often not survived the tests of em-~
?iiieal validation. This hgp lead to the "contingency theory" approach to -
dévélopiﬂg theories of organizational behaviot.3
A second important impact upon sttention to the environient has been

the development and widespread use of "systems theories" of organisms and

ﬁfgiﬂizée1éna.4 Core principles regarding “open syetems" ﬁighlight the
environmental influence. 1t might also be suggested that heightened aware=
ness of the importance of maintaining the “physical" environment in our
sociaty has enabled a clearex culeural‘COﬁeeption of environment and its
importance in othar contexts.

In this paper we will highlight three major categories of environmental

variables which have been explored in various ways in the literature. Two

1




t

BEST COPY AVAILABLE

are aspects of the external organizational environment enyironmental un-

nty and inter-organizational communication. The third is part of the

internal environment: technological uncertainty. We will explore some

possible relationships ezmong these variables and the cemplexity and uncer-

tainty of ggggun;catioq networks within the organization.>

.In the next section of this paper, we will explicate a model of organi-
zations as‘infotmation processors. Many of the assumptions made and tﬂe
propositions which are developed may apply to systems in general. However,
our speéific focﬁa is on large compler organizations. Figure 1 brovides a

summarization of the major components of the model.

Ingert. Figure 1 About Here

Ihe Model

1. Organizatione create and procees varying amounts of uncertainty
in their eavironment. '

Viewing an organization as a processor of information immediately sujﬁ
geats thaé environment 3@ of primary import. To create and process inforuma=-
tion, an ovganization smust interact within an eavironment., If the organi~
2ation were to stand alone as an isolatad "closed system', no information
inputs would be possible. Hence, when we view organizations as communication
scholacs, foéussing on their information transducing processes, we mué%
account for the organizational envitonment with which the organization
interacts in processing information,

We view the definition of an organizational environment from a "phe~
nomenological perspective. As such, the organization does not "discover

an environment with which to interact. Eavitonment is not an "objectiva"
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and independent component, although the tendency has been to reify environ-

ment along these lines. It is more useful to say that the members of an
organization enact a composite environment which 1s gubject to rapid cha,ng_e.6
The members of an organization create an envirosument by projecting or
imposing a conceptual organizing structure onto a space/time context. For
environment to '"exint" a perceived space containing perceptual units which -
form various relationships among each other must be developed.7

The construct of boundary is important to any discussion of environment/
system interaction. We may define the boundary of a system whicﬁ separates
the internal envirorment from the external environment, to be the point at
which the organization has more than 50% perceived cnntrol over the environ-
-ment, and therefore, more than 50% of its communicstion with components
within this boundary.

While the mere concern with organizational/environmental interactions

" has heuristic value, for empirical‘value to develop, there musﬁ be a way to
develop a conceptual end operational framework for more precise theoretic '
ﬁanipnlatiOQs regarding these processes.

To meet this objective, a way to conceptualize variation in organization

environment is in terms of environmentai uncertainty, The relatifonship of

uncertainty to informayion has been explicated in the now classic work of
Shannon and Weaver.8 Information is the reduction of uncertainty. There~
fore, uncertainty is potential information. Uncertainty has been defined
in general terms ag a function of the number of alternatives for the occur-
rence of an event or perceived outcome and the relative probabilities of
these alternatives. 'As the number of alternatives increases, and their

occurrence becomes more equiprobable, uncertainty increases. Thus, when
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this increased uncertainty ig reduced, there is increesed information gen-
erated in the processing of uncertainty.
The literature regarding environmental uncertainty has its origins in
the work of Knight9.who early in this century first explicatel tﬁe relation~
ships between environmental uncertainty and organizational processcs. The
apecific focus of this work vas organizational decision-making regarding
risk and profit as a function of the uncertainty of the environment. Since
that time, there has hteen a growing number of orgaﬁizational theorists who
discuss various ways to conceptualize the uncertainty of enviro;men;s and
their relationships to various organizational processes.lo In general, these
perspeciives coalesce around the notion that environmental uncertainty is
a function of the degree of predictability of environmentally related phenomena.
The discusuion and explication regarding environmental uncettﬁinty in
the organizational literature has tended to be relatively concrete 1;'natufe.
Nearly all have been concerned with relationships to decision-making prdeécaei.
The vaiious conceptions‘of environmental uncertainty for orgénizations can be
susmarized as follows:

(1) the lack of information regarding the environmental factors
assoclated with a given decision-making situation,
(2) not knowing the outcome of a specific decision in cerms of
how much the organization would lose if the decision were
incorrect, and
(3) inability to assign probabilities with any degree of con-
tidence with regard to how environmental factors are going
to affect the success OY gailure of the decision unit in
pecforming its function. 1
Howevetr, in addition to gncertainty whieh directly impacts upon orgari~
sational decision-making, uncertainties can be conceptualized which are more
general and vide~ranging in nature, but which are likely to have a najotr

influence on the manner in which organizations function. A useful conception
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of these more general uncertainties may be input uncertainties and output
uncertainties.

Input and output uncertainties arise from a vaviety of sources. Two
" broad sub-categories of input/output uncertointies are chaunel uncertainties
and content uncertainties. Uncertainty arises in the relative use or activa-
tion of channels for information flow to and from the environment. The more
channels through which messages can flow and the mure equiprobable the use
of thesg channels, the higher the channel uncertalinty.l2

Uncertainty also arises from the amount of variance occurring in the
kinds of content of messages flowing between an organization and its environ~
ment. There can be a range of alternatives for the organizational structure
of messages, as well as the meaning attributed to the symbols by the organi-
zation. As the wumber of alternative messages, structures, or formats 1#-
creases, the number of alternative meaning attributions increases, and the
-probability of the occurrence of these alternatives becomes more equal, the
higher the uncertainty. | |

Messages are only a subset of the matter and‘energy_exchanged between
orgaﬂizaeions‘and their eﬂGironment; they have symbolic content.13 Non-
symbolic matter/energy such as the resources vhich an organization requires,
provide a basis for environmental uncertainty. Uncertainties may arise from
such things as the number and relative probab;lities of alternative resource
inputs to, or outputs from, the organization; the number of aleetnative
sources for, and receivers of these resources; or the variation in input
and output flow of these resources, etce,

Environmental uncertainty is then a highly mnltifgimenaignal,BQQStrnQ§~14

In developing theories involving this construct, very specific kinds of une

_certainty can be examined with respect to very specific kinds of intra-

+ 4 b

organizational processes. However, because of the relative nature of




[S4Y

BEST COPY AVAILAR!E

uncextaiqﬁ& and its multi-dimensionality, the relationships among environ-
mental 6écertainty and intra- and inter-organizational processes can be
examined at varying 1§vels of abstraction. In this paper, we are attempting
to develop a model of organizations as information processors which is rela;
4t1ve1y wide in scope. Therefore, in the interests of space’maxim;zation

and comprehensibility, we will explicate this preliminary model at a rela-
.tively high level of ébstraction. Hence, we will be concernéd with envifon-
mental uncertainty in its most general teims. Further writings will explicate
the respective compohents of model in more detail at another time.

2. The greater the environmental uncertainty, the more complex
the inter~organizational communication networks.

An organizational environment is not created in isolation from othef o
organizations. The nature of the projected organizing structure is influenced
by the exchange of information among a set of organizations. There are
socialization influences occurring through the processes of inter-organiza-
tional communication which set the parameters for environmental projectioﬁé.15

These socialiiatien processes lead to the occurrence of some degree of
overlap in the projection oi conceptual organizing structures. Organizations
then come to share to varying dggrees the organizing structures which pro-

- vide the bases for communication among them and therefore share aﬁ~5ﬂvif6ﬁi
ment. It is a relatively well accepted proposition that the degree to which

communication between individuals is effective will be a function of the

degree to which there is overlap in the conceptual structures, ways of
perceiving, "world view'", past experiences, etc., : - the participa?ts.l6

In addition, research has shown that the degree of attitudinal/perc;ptuai/
behavioral similarity predicts the simple amount of communication between

people with considerable precision,
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It appears reasonable to propose that this hypothesis is capable of
cross-level generalization--a core methodological assumption of systems

17 Therefore, the degree of overlap in

theories of organismic behaviors.
the conceptual space and inter-conception relationships among organizations
will be associated with.the occurrence and effectiveness of communication
among them.

For an organization to function as an “open system” and hold in check
or reverse the movement toward increased entropy or disorganization which

is predicted from the Second Law of Ihermodynamics,l8

‘the system must ex-
change materials and information with elements of its projected environment--
organizations, groups, dyads, jndividuals, etc. This process can occﬁr only
to the extent that organizations develop velationships through the establish-
ment and maintenance of communication networks among them.1? Through the
development of these inter~-organizational communication networks, a shared
consensual domain of concepts and relationships comes about, within which
these éfganizacions participate.zo Consensus among orgaufzations is a way
to deScribe.these’pfocesses of overlapping and socialization discussed above.
This approach is useful iﬁ integrating phenomenological, social/phenomenoc=~.
logical, and ;ociological perspective§ on human bhehavior into a coherent
paradigm. The prime implication of this jntegrated perspective is a focus

on rules and rule-governed experiential phenomena,?l

An organization is able to operate effectively only when the amount of
environmental uncertainty is appropriate to its ability to process informa-
tion (we will elaborate on this proposition shortly). Orgenizations, then,
must create an eavironment with leés than maximal possible uncertainty. To
accomplish the establishment and maintenance of an environment which approxi-
mates to some degree the optimal amount of uncertainty requived for effective-

ness, organizations must reduce the number of alternatives and probabilities
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of alternatives perceived to be relevant to their operations on a wide range
of dimensions. This restriction upon the environment may be accomplished
'fhrough the generation of rules within the inter-organization domain which
establishllimits upon the number and frequency of occurrence of alternatives
vhich are permitted or required to occur in specified circumstances or en-
viroumental subcontexts. N

As we discussed previously, the creation of consensually validated rules
requires the interaction of a set of organized entities. As the environment
becomes excessively uncertaii. or the level of ceftaintylrequired'by organi-
zations .must be relatively high, more compiex rule structures will develop.
This will coincide wit™ the development of corvespondingly complex, inter-
organizational communjcation netﬁorks through which these rules take structutre
and content.

3. Greater density of organizations per unit of resource space
produces greater environmental uncertainty.

¥rom an economic perspective, the resocurce space of organizations has
a liﬁited supply. As demand for these rescurces increases, competition for
limited resources will lead to greater uucertainty'with respect to the availa-
bility and stability of resource inputs for organizational precessing.zz

On the output end, greater demsity may also lead to asi over supply of
organizational outputs. The competition foz the distribution and exchange
of these outputs will lead to conditions of uncertainty for particpant
organizations,

Environmental uncertainty can also be examined with respect to the
structural characteristics of the organization-centered inter-organizational
communication nerworks. Ivio primary structural variables are zone size and

gpneﬁ;n;@ggption‘23 Zone size increases as the number of different entities
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to which a particular organization is linked, through message exchanges,
increases. Another term which is very similar, but which has less clarity

with respect to the structural pattern of inter-organizational networks, is

system opennesg.z4 Environmental uncevtainty will increase as the number

of organizations to which an organization is linked increases. This will
be a function of imcreased input channel uncertainty. This notion can be
summarized in the following proposition:

4. Greater zone size produces greater environmental uncertainty
for a particular orpanization.

Zone intepration will also contribute to the uncertainty of message§
flowing into an organization.M3 The extent to which the mtities ﬁo whiéhv
a particular organization are linked to each other through the exchange of
messages defines the level ol zone integration~~higher interlinkage yielding
higher'zcne integration. Higher 2one integration for an organization will

produce reduced uncerfainty in the messages flowing into the orgamization,
since the organizations in the set exchange. a high number of messages with
each other. This suggests the following proposition:

5. Greater zone integration produces less_environmental uncertainty
for a particular organization.

All organizations are not able to process the same amounts of environe

mental uncertainty:26

6. Organizations vary in the amount of information which can be
effectively processed in the environment.

A critical aspect of the internal environment of organizations is the
technological context for task performance, Many have proposed, beginning
at the turn of the century,27 that the nature of an ovganization's technology

will be assoeiated with the nanner in which the roeial system is organized.
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The question of the relationship between technology and social structure
becomes increasingly important to answer as the rate of change, complexity,
and sophistication of technology accelerates in industrialized nations. Of | |
particular relevance to scientists of communication phenomena are the rela-
tionships‘between increasingly sophisticated communication technology (com=

'puteri2ed information processing systems, audio~-interconncct systems, fac~
'vsimile transmission, etc.) and the internal processes of organizations. In
retrospect, we may observe that the growth of organizations which primarily

process information rather than material/energy has been tremendous. As a

|
i
i
|
|
|
result, the communication technology context is likely to be associated with i
the manner in which information is processed within an organization and the l
social relationships among subsystems of the Qrganization and the relations {
of the organization to other organizations in its environment. 3

| All organizations can be congidered to héve a technologx.z8 Technology i
is the pfécessing of materials and/or information as the organization func~ %
tions within its environment. As such, technology is a very broad construct s
and considerably more abstract than the standard, non-séientific use of the !
concept., |

Teehdology has been examined in an empirical context by a number of

researchers.2? The primary variables which have been related to technology i
in t&é area of organizqtional theory are variables which quantify the struc= .
eufai complexity of the system (these relationships will be discussed shortly).
The arigiﬁallwork regarding technology was conducted by wOodwafd,3° who ex-
amined technology in the context of the types of manufacturing processes used
in various industries in Southern England. Since this research was first
reported, a number of researchers liave gone heyond this crude conceptualis

zotion and operationalization of technology and have generally explicated
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technology in cerms of the degreee of control or certainty in task operations

within the organization.31 The greater the certainty of task operations, the |

greater is the extent .o which the technology is “"advanced". From this per~
spective, then, technology is not necessarily bound by "hardware".
The technology of organizations will have important relationships to

the uncertainty of organizational environments. The certainty of technology

will be a Function of the certainty of the environment. The direction of
the relationships is likely to be non-recursive. Increases in environmeqtal
uncertainty will broduce increases in the technological uncertainty of the

organization, which will in turn produce increases in environmental uncer-

tainty. These components of the relationship, however, are not equally strong.

Technological certainty requirements are likely to heavily constrain the
amount of fluctuation in environmental uncertainty which the organization
is able to withstand. Therefore for simplicity, we will state the proposi-

tion in a unidirectional fashien:

7. Greatetr requirements_for technological certainty produce less
environmental uncertainti for a particular organization,

To maintain a level of certainty in task operations, the organizatidﬁ
fust operate in an input/output environment which 1is correspéndingly certain.
Othétwiee, the technology cannot operate effectively sinee,it-is either under-
utilized or over-utilized, Thompson,32 in discussing this relationship,
claborates on the manner in which organizations will alter the input/output
uncertainty of the environment by various buffering devices. One example
of input huffering 18 the accuttiulation of large reserves of input materials
in order to maintain a steady processing throughput in the face of fluctuating
availability of resources. Regarding output buffering, the organization inay

accunulate large warehouse {nventorins or have special marketing strategies
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in order to mediate and reduce the impact of fluctuations in the distribution
or exchange of materials and/or information. This suggests the following

proposition:

Zation produces greater_control over the environment in reducing
environmental uncertainty. - h

8. Greater requirements for technological certainty by an ot ani-

As we pointed out above, the oxganization must balance environmental
uncertainty with technological certainty in order to function effectively.

In'the next proposition we discuss this process in more detail:

9. Greater deviation of environmental uncertainty above or below

a range of optimal uncertainty produces greater alteration of

uncertainty from components in the environment.

When systems experience information underload ot ovetlgad,33 gstress

develops. Stress may result from the reduction of information processing
activity to the extent that the under utilized coﬁmunicacion network link-
ages dissolve and a more simplified structure develops. Stress then occufé
as the communication network can no longer process the nature and amount of
information necessary to achieve environmental and internal control compon=
ent “"referent’ expectations for éystem,performance.34

With the opposice type of.imbalaace--overload¢~exeees uncertainty may
lead to a level of information processing which exceeds the channel cupa-
cities and transduction35 capabilities of nodes in the communication net=
work. Information overload has been found to lead to confusional etates
in humanabéaed components and subsequent malfunctioning through the develop~
ment and use of inappropriate rule structures for information pféééﬂéiﬁ§c§6

Organizations react to stxess by altering the environmental uncertainty
or the internal technological ﬁnceftaiﬂty and communication network uncéys

tainty, Stimulated by the yacognition of stress, either through production

bk
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reports. or human factor indicators which are either validated through sub-
jective recognition, and/or, external system intervention (perhaps including
survey data gathering and analyses), the organization initiates organizational
change and development programs37 to bring environmental uncertainty and
technological and communication network uncertainty into balanﬁe. The fol-

lowing proposition follows from preceding portions of the model:

10. Greater requirements for technological certainty produce

more highly integrated organigational zones and more highly
interconnected inter-organizational networks.

We discussed earlier the proposition that the reduction of environmental
uncertainty will be accomplished through the establishment and maintenance of
inter-organizational communication networks. If the entities to which a
particular organization are connected are highly inteiconﬂected, then there
may be a greater likelihood that the messages which flow through this inter-
organizational network produ;e less uncertainty. All of the components are‘
exchanging information under more predictable rules, greater consensus is likely
to be operative, and ‘the result is likely to be a convergence of conceptual
domains éhfough the development of large inertial masses for conceptions within
the domain.38

Empirical research investigating the relatiénship between environmental
uncertainty and inter-organization communication network integration and the
eamplegity of the structure within the organization has generally shown that
the more uncertain the éﬁviranment of the organization or the less inter-
connected the organization set of which the particular organization is a
member, the greater the decentralization of decision-making, the greater
the participation of components in decision making, the greater the differ-
entiation inte functional groﬁps, the less interconnected and integrated the
groups, the greater the sﬁans-of.eoatrol, the fewar the hierarchical levels,

and the less procudural formalisatien,39
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Another variable related to the degrce of environmental uncertainty
and technologicai uncertainty is the future time orientation of the organi-
zation, %0 Organizations which receive a "rich kubwledge" of the immediate
environment are likely to hive a shortened "time horizon". The certainty
of the present environment is not likely to stimulate planning for adapta-
tion t. changing future eaviromments, The lack of planning and gshortened
time horizon may increase the liﬁglihqod that long-term ineffectiveness may
plague the orgapizacion.. In addition, orzanizaticnal ineffectiveness is
more likely to occur the greater the extent to which there is a'change from
the present environment to the future environment. The reasoning is gener-
ally supported by emplr*cal research which deals with these variables. The
following proposition sumnariz;s this aspect of the model:

11. Greater immediate environmental uncertainty produces a
longer organizationa] future time orientation.

The time lag between the awareness of organizational stress and the
completion of a successful organizatioﬂél development program which results
in an effective adaptation to the environment will be influenced in pars by
the degree of control which the organization perceives itself to have over
the eﬁvifanment,“l based on ita'past interactions with it. The following

proposition specifies this relationship:

12. v required by an
OLE the g srceived control over
chgﬂengéﬁpnment, the greater acrélera;ig@, nd velocity

of o:ganizationai change.

Organizations with greater perceived contro) over the environment will
implement change programs motz quickly. This may be due o the learning

from previous envirorment/organizario. interautions that more rapid adapta-

edon is sasociated with reduced costs for continued orgyanizational functioning.

-
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Since all of Western "rationality" in generalkz and principles of capita-

" 1ism in particular suggest a basic goal of maximization of organismically-

centered resources, them increased motivation should be provided for alter-

ing environmental and/ot intra-organizational uncertainty. The outcomes of

this kind of organizational action will be a more adapted system and level

- of information processing. 43

The variable of organizational size has beea important in the structura-

44  ¢i,e is thought to have a large i~
45

148t school of nrganizational thecry-
pact on the degree of "hureaucratization" of organizations.

In order to develop precise propositions including size as a variable,

size must be measured effectively. Essential to this operation is the nec-

essity of defining the manner in which the boundaiies of organizations can
be dé{ineated. 1f this is not done, there is no way to unambiguously deter-
mine which systemic components are within the organization and which are
exfernal and part of the envivonment.

As we stated earlier, we may define the boundary of a system thch
eéparates the internal environment from the external environment, to be
the poinc at which the organization has more than 50% perceived control

over the environment, and therefore more rhan 50% of its communication with
components within this boundary. Since different organizations are likely

""" ive control over the same components over which other organiza=
tions perceive control,.theﬁ houndary conflict regions will develop.46 Per~
haps "demilitarized' zones will be negotiated after continued periods of
maxigum boundary uncertainty and conflict.

Boundary confliet leads organizations to the dynamic shifting and al=

teration of boundary demarcation. Thetefore, over time, some organizations
will inerease in size, while others decrease (at least until the environmentul

vesource base is expanded). This suggests the following proposition:
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13, Greater requirements for technological certainty produces
an increase in the size of the organization, and s more
rapid size increase under uncertainty discrepancy
conditions.

Ih addition to the expansion of a single organization in size, another
process may occur #s a result of high needs for technological certaiﬁty‘
When an interconnected set of distinct organizations all contribute to a
low average required level of environmental uncertainty, & hew control com=-
ponent organization may be created at a higher level, thus expanding the

hierarchy upward. This control component, coupled with the organizations

in the set over which greater thon 50% of control is exercised, will result

in the formation of a mew wata-organization. Tais, then, becomes an organi~
zation with much largar lic  and cavivenmontal scepe. There ideas can be
summatized in the following propositicn:

14, Greater aversge required techmological certainty amonp a

get of organizations . produces preater development of meta-
organizat{onal restructuring,

The major dependent variable which we would like to focus upon in this
paper is the complexity of the intra-organizational communication nétwotk.
The communication network4’ of an organization is the structure through
which messages flow in the processing of infornmation from tha environment.
This network may consist of a set of nodes and information exchange relation-
ships among them at varyim; levels of ebstractlon: individuals, dyads, groups,
and groups of groups., In this wodel the networlk is defined with individuals
as the primary nodes upon which the communication network ie based. The
relationships among nodes are deteniined by the exchange of messages. The
frequency and duration of rm2ssagn exchange orovidas sa indicator of the

atrength of each dyadie relationship.‘“




17
BEST COPY AVAILABLE

Communication network complexity or uncerl*.ainty"9 may be conceptualized
on the following dimensions. The more complex or uncertain the communication
network:

1) the greater the number of groups in the network (diffetentiation),so

2) the lower degree of interconnection among groups (integration),

3) the higher degree of connectivity within groups,

4) the greater the number of bridges relative to the total number of
links between groups,

5) the fewer the number of status levels contained within the net-
work, relative to the number of nodes in the network,

¢) the more rapidly changing the network structure

7) the greater the balance between initiation and reception of
messages by nodes in the network. ‘

The degree of complexity of the intra-organizational communicatlon net-
work is‘a function of the amount of envirormental uncertainty and the degree
of technological uncertuinty., TFirut, the following proposition will be
discussed:

15. The greater the environmental uncertainty, the gpreater the
complexity of the intra-organizational communication network.

The seéond Law of Thermodynamice suggests that in closed syatemé energy
flows from areas of higher energy to areas of.loWer energy, until a balance
of energy is reached. However, if there is é restriction uﬁon the amount
of energy which can he input into a system, then this erergy flow will stop
shott of equalization. Katzmano! has drawn the analogy between energy and
information in terms of this principle of thermodynamics, in developing a
"social entropy model' of information flow in social systema., This suggests
that information and uncertainty will flow from arcas of higher uncertainty
to areas of lower uncertainty. Following this reasoning, the greater the
amount of uncertainty in the organizational environment, the greater the
uncertainty or complenity of the iatra-organizational comtiunication network.

Research has generally shown it to be the case that in human-based

systems the prolonged processing of uncertainty at a particular level will

At L s e o e e M M Lt et i o L P B e e 4t de s an s e e
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lead to the development and meintenance of a corresponding level of complex- ;

ity of the information processing network.52 However, in large organizatioms,
the amount of certainty required bty the technology, which may be limited by
the nature of the materials and/or information, or the output specifications
for “products", will place constraints upon thé alterati n and fluctuation

in the complexity of the commuﬁication network. To have a given level of
téchnological uncertainty, the organizaticn must have a corresponding level

of complexity in the communication network. The maintenance of a level of |
technological control is deternmined by the extent to which control exists

over information flow within the organization. An organizafion cannot have

of control over information flow. Control over information flow comes about
through the development of hierarchy and status orders which place restric-

k|
a high degree of technological contro). or certainty, without a high level i
B!
i
|
i
i
tions upon alternative behaviors for organizational members. This reasoning |

auggests'the following proposition: o

16. The greater the technological certainty the less the com- !
plexity of the Intra-organizational communication network. ’

A considerabie amount of empirical research supports this proposition.
The findings of this research ggneraliy are that as technological certainty ;
inéreases, there are fewer functional groups, greater numbers of supervisors
relative to the number of subordinates, greater numbers of hierarchical
jevels, more formalized organizational rules, and more centralized decision-
ﬁakiﬁg.53 Thege factors are consistent with the indicators of communication
netvork complexity developed earlier in the paper.

Extreme certainty in internal. processes éan increase only up to a point,
At a point when internal processes become £0 certain that no change over time
occurs, there can be no relationships among components. For information to

flow within systems there must be uncartainty discrepancies within components.
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We have now explicated a model of organizations as processocs of
information. The sixteen assumptions and propositions we have developed
are not intended to be inclusive of all phenomena which might be conceptu-
alized in these terms. Our objective has been to lay out the model at a
level of abstraction which would indjcate the basic thrust we are'attempt—
ing to achieve without being unduly complex at this point.

In this next section we will describe a secondary amnalysis of data
which way be used t6 test some propositions derived from the model. It
is intended that this be more exploratory in nature than rigorous hypotheéie
testing. This preliminary work will be useful in suggesting directions for

- future research which is designed directly for specific empirical validation

of hypothcses.

The wodel we have explicated has many propositions within it that are
cross-system~level in scope. We will test some of these propositions at a
group level of analysis within an on-going organization. Since the gather;
ing of a large enough sample of organizations to test portions of the model
at a macro-level of analysis was not possible, subsystems of a larger system
will constitute the sample. The larger organization then becomes”the rele~
vant potential environment for these units. We will test the following
propositions drawn from the model54 through a secondary analysis of data: ‘

1) The greater the zone size, the greater the complexity of the
internal communication network of the system.

2) The greater the zone integration, the less the complexity of
the internal commutication network of the system.

3) The géeatér the system cpenness, the greater the complexity
of the internal comaunication tetuort ¢f the system.
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4) The larger the size of the system, the less the complexity of
the internal communication network of tha system.

Data were gathered in one large divisicn of an eastern financial
instirtution. The task activity of the system involves the processing of
transactior.s in stocks and bonds. Ths entire system was censused, yield-
ing an 'n' of 963.

‘The 1nstrum§nt upon which this analysis is based was administered in
group interviews along with a larger packet of instruments. Respondents
vere assured that their responses would remain anonymous and furthermore,
the results of the analysié were not returneﬁ to management or any other
members of the organization.

A paper and pencil questionnaire was used to clicit responses suitable
for a communication network analysis. Respondents lirted what other members
of the division they communicated with at what average frequencies. The
content categories of production, maintenance, and innovation were used.
Respondents checked a box irdicating how often they typically communicated
with each person nominated:less than once or twica a month, once or twice
a month, once or twice a week, once a day, or several times a day.

These ordinal frequency levels were converted to approximate.interval
scales to yleid more precise measurement of the network, A baseline of 1
was used to indicate a frequency level of once per month.‘ Only frequencies
of once or twice a weel and more often were used in the aﬁalysis. Once or
twice a week became coded as 6, cnce a day as L0 (twenty working days in
a motith), and several tines a day as 50,

The three content catepories were coirbinad by acding the frequency
values for each category to yicld a ewi-ary 2~surn ol the amount of com~
minication and the strarsth of rel-ticn.iiip L..u.on 21l p~irs of nodes in

the system.

e i e
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These data were input to the "NEGOPY" network analysis program which

- 1is a computerized algorithm for defining the communication network struc-

ture of systems of up to 5,000 nodes in size.ss The analyses using only

reciprocated data result in the definitfon of 56 groups in the system.

Operational Definitions

-

The complexity of the communication network structures, or connectedness

of the systems is calculated by determining the total number of linkages
among all members.of the system, and dividing by the maximum poasible num-
ber of linkages:56

C = I} actual links

n (n-1)/2
vhere n 1s the number of persons in the system.
Az the coomunication network of the system becomes wmore interconnected, it
becomes more complex.
ggggg_gggg is measured by calculatiag the number of systems to which

a particular system is linked through bridge, liaison, and other two-step

linkers. The larger the number of groups linked to a particular group,
the larger is the zonal size of the group. ;

Zonal integration is measured by calculating the entropy of the struc—

ture among the systems to which a particular system is linked. The more
entropic the structure, the more highly integrated the zone. The follow-

ing {aformation theotetic formula was used:>’

ZOio = -zpi ].ng pi . ‘ i

1082 NV
where py 18 the number of systems to which a gystem is linked
minus 1, divided by the total number of systems linked across
all systems, and N 18 the number of systems.

This measure controls for the number of systems in the zone.
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gystem openncss 1s operationalized by totalling the number of frequency

values which a system has in its one-step and two-step linkages to other
systems in its environment. The higher the total frequency value, the

higher is the system openness.

System size is determined by the total number of persons within the

system, The more people within the system, the larger the system size.

SCatistical Procedures aud Results

Descriptive statistics for all variables appear in Table 1. Simple
correlations among all the variables appear in Table 2. The 37 groups with.
more than one link to another group in the environment were used in the
analysis. All of the independent variables were simultaneously entered
into a least squares, lineaf multiple regression on the dependent variable--
the connectedness measure of network complexity. Regression informafinn
appears in Table 3. This set of independent variables, whose contributions
to explained variance of the dependent variable are adjusted for each other,
yields a multiple correlation coefficient of .B4 with 702 of the variation
in communication network complexity explained. This set of variables
drawn from the model explains a very large proportion of the variance in
communication network complexity when used together in the regression.

The first proposition (the greater the zone size, the greater the
complexity of the internal communication network of the system) is not
supported by this analysis. The beta weight for zone size in the regres~
gion is .02.

Support is found for proposition 2 with a beta weight for zone in-~
tegration of -.30. This indicates that as the zone of a systed becomes
note iﬁteérated, {ts internal communication network complexity decreases.

1f the assumption made earlier regarding the relationship between,,
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environmental uncertainty and zone integration is correct, then this in-
dicates some support for the more general proposition that as environmental
uncertaisty increases, the internal communication network complexity increases.

Proposition 3} is also supported by the data. The beta weight for open-
ness in the regression is .25. This indicates that as the system becomes
more open, the system has a more complex internal communication network
structure. As with proposition 2, if openness is intetpreted.to be associ-
ated with higher environmental uncertainty, then this is Ffutther support
for the proposition that as environmental uncertafnty 1ncteases..the com-
plexity of the internal communication network structure >f the system
increases.

The fourth proposition is also supported by the data. The beta weigﬁ:
for system size is -.75. This indicates that as the size of the system
increases, the internal communication network of the system becomes less

complex.

Discussion

Tﬁe results of the analysis generally support the pgopoaitions derived
from the model. All but the relationship involving zone size are found to
have considerably large beta weights. When all of the independent variables'
contributions to explained variance are accounted for, the ﬁctal amount. of
explained variatirca in communication natwork complexity is very substantial.
This preliminary evidence suggests that the mode) has a potentially high
degree of predictive validity and explanatory power.

However, causality questions are not answerable by the analysis pro-
cedures which we used. The gathering of evidence for causal sequencing
will be of high priority in future research, This is a major shortcoming

of the research we report here.
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With respect to generalizability, the data used for the analysis were

pot collected from a representative sample of groups from across tle popula-

tion of complex organizations, The respondents constitute a census of one
Jarge division of an organization. Tie basis for generalizability is then
rather limited. Furture research would attempt to gather evidence for tﬁese
relationships in different kinds of organizaticns. This 1s an especially
~salient point since the main thrust of our model is that different environ~
monts have different effects on organizations with different technologies.
Attempts should be made to test the model using large organizatioﬁs as the
unit of analysis, in addition to more feasible research which uses smaller
subsySte%s. On the whole, our vesults would seem to encourage these further
exploratiions,
An important asset of this rescarch is that it uses naturally occurring

grdups in an on~going, complex social system. Most research on group pro-

58

cesser has traditionally been conducted in laboratory settings. Hence, -

the generalizability of the experimental research is highly questionable.59
The network analysis procedures we have used appear to be valuable for de~
fining groups in natural settings with standard formalized criteria. This
technique can L2 an important too} for the testing of theoretic propositions

that to this point could only be tested ia the 1ab, %0

Conctusion | .

In this paper we have developed a preliminary information processing
model with application to large social systems. The environmental influences
upon organizational processes are of primary importance in the context of
this model. 1n developing the assumptions and propositions of the nodel

we have reviewed the literature on the relationships among environmental
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uncertainty, inter-organizational communication, technology, and cormunica-
tion network structure,

Some propositions derived from the model are tested ueing subsystems
in a larger system as the units of analysis. Comnunicat ion networ@uanalysis
is used to define these subsystems. The results generally confirm the pro-

positions, suggesting that further work along these lines is justified.
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Special thanks to Dr. Richard V, Farace, Jennifer Shelby, and Tim Roth
for valuable assistance in various stages of the development of this
paper.

Some examples of "clagsical" theories are those of Weber, Taylor,
Urvick; some examples of '"neo-classical' theories are those of Blau
and Simon; some examples of "human relations' theories are those

of Roethlisberger and Dicksow, Blake and Mouton, snd Herzberg.

See Fiedler (1958) for an example of a contingency theory of leader-
ship in groups. :

See Buckley (1968) for an anthology of various articles regarding systems,
and Miller (1972), who discusses the organization as a living system.

Duncan (1972) distinguishes between the external and internal eaviron-
nent of organizations.,

For a more extensive discussion of this notion see Weick (1969); Berlo §
(1967) also provides some interesting insights along these lines.

Woelfel (1973) describes this approach to representing cognitive and
gocial processes in which metric multidimensional scaling is used.

Shannon and Weaver (1949) develop the formula for calculating entropy:
H = ~ip; logy py; where py is the relative probability of oceurrence
of each alternative. The operation is repeated for each alternative,

See Knight (1921).

Lawrence and Lorsch (1967), Terryberry (1968), Duncan (1972), Tosi,
Aldag and Storey (1972).

Duncen (1972).

See Danowski (1374c) for an application of this conception in measuring
média channel use entropy with information theory.

See Berlo (1970) for a useful definitlon of communicatiocn {n terms
sonsistent with a "systems theory" perspective.

The wotlk of Emery and Trist (1965), Thompson (1967), Terryberry (1968),
aad Duncan (1972) suggest two major dimensions to environmental uncertainty:
¢lmple~compliex, and static-dynamic. This i3 an Iutetesting analogy to

the novelty and complexity dimensions of stimuli developed in psychology
(terlyne, D.%., Conflict, arousal, snd curiosity., New York: HeGraws

Hill, 1968). OCarner (1962) develops a series of multidimensional ine
formation thoovetic measures which may have useful applications in the
organizational enviroument area,

26
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15, We are treating this relationship from the purspective that socializa=
tion 13 the primary independent variahle. Yowever, it is reasonable to
assume that the rature of ewigting crvirc.:ental projections will ip
part determine subsequenk socialization. Therefore, in wore precise
terms, the relationship 1s mutually rociprocal.

16. See Berlo (1970).

17. See Miller (1965), who explicata2s a uurber of cross-level systems
hypothesus.

18. See Asimov (196Y) for a Lrief, but infornz:ive review of thermodynanmics.
Katzman (1970) expiicates the relationship bortween thermodynamics and
communlcation procaises.

19, Warren (1967) acd Turk {1970, “973) take a "metwork view" in describing
these phenumen~, Eizioni (L96C) also calls attention Lo this focus.
Clark (19565) proposes that there raolacionships be examined among or- 7
ganizations in ciusation zcnterts. lovine aadl White (196)) and Hasenfeld
(1972) develop a perspecilve on inter-orpaaizational velations from an
exchange theoxy pax-dinm,

J
20. Warren (1967) fosugsses on duter-organization2l ralatione in terms of
consansus, Livina and White (1961) aad Thompsea (1967) explicate the
notion of orgaaiz.ticnal deaain in congid.-sble dateil.

21, Cushman and Vhitins, {1372) evilop & thaovetie perspactive on human
communica:'on frem o comiotnrues appenacih end cuplicate fullv the notions
of "rules'|anc its Impliceticas, :

22. Turk (1973) approaches inteveorganizationzl relations through a dis-
cussion of inier-ovientzational ceaflict cad its reletionship to

consensus, Coleman (1757) aud Stinclicerbe (1995) deal with the concept of

orgunizational dancity and thn development of ronseusus, It can be
inferred from thcae works that greater ca lronmentol uncerteinty will
lead to greater incer-ovganizational ccxmunication networl formation
and hence, groater cousensus.

23, See Barn 3 (1972) for an oxtende. conceptual treatr :u: of the concept
of zone a.d iia vatice. used,
24, SHyastem opennasa tend~ to be defined with repsrd to the tote, amount
of informarion which 2 systea exchangzs wich its environment. As
guch, 1t is > stro-tuvally defined throngh lickage patterns, but
definad through tlie magsape volume pasciry ccross the system boundary,
See Katzmap (1970) for » discuunicn of rparnaas e4d 1ts celationship
to systen strunture,

25, This variahle 12 fasussed D2 tha woniext of <vietdship networks and
maus media bebavioss o Duo~yend 00,

26, Some interestinr metisies ara bu Cavalyr ! “eom the vasearch on
individual hoem, Anforsanion precsssd oo Yo pegaczel sonerally
ghotis n Uegl ~pud ot Jo Ly Laatuen faftlukbics foeas lead and
output efficlency, »3 wall as » Yesheped prafesenns for uncertainty

4

(S8ae 3chrodar, Stvo.ufewt, end 'lver, 19455,
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28, Thompson (1967) develops this nation in detaill, conceptualizing three
kinds of techmology: long-linked, wediating, and intensive., Pervow
(1967) proposes that technology be the primary defining characteristic
for the comparative analysis of organizations.

29. Woodwaxd (1985), Harvey (1968), Pugh, et 21. (1968), Hage and Aiken
(1969), 'ohr (1971), Aldrich (1972), and Pfeffer (1973).

30. Woodward (1965),

Al. Litwak distinguishes between uniform and non~uniform technology.
(Litwak, E. 'Models of bureaucracy wuich permit conflict,” American
Sociological Review, 1961, 67, 177-184), Harvey (1968) discusses
technology in terws of variability und product change. Hage and
Aiken measure the degree to which tasks are routine. (Hage, J. and
M. Aiken. ''Routine technology, soclal structure and organizational
goals,”" Administrative Science Nuartecly, 1969, 14, 366~377), Mohr
(1971) discusses technology in terms of uniformity, complexity, and
analyzability., Pugh, et al. (1968) define 'rigidity of task opera~
tions' through a factor analysis of a large number of task variables.

32, Thompson (1967).

33, Miller (1964) discusses information overload at the individual level
of analysis. Drabeck and Haas (1969) provide experimental evidence
for this propositica.

34, Cadwallader (1959) develops a cybewrnetic analysis of change in complex
organizations which has relevance here,

35, Miller (1971) develops o detailed explication of various transduction --
or information processes =- in groups. .

36, Miller (1964) discusses irrational wmethods of coping with information
ovarload.

37. This may be a potentially more tueoretically usefus view of organiza~
tion change than the type discussed by Bennis (1969). Terryberry
(1968) conceptuzlizes organlzational change as increasingly more
oxtornally induced". However, this distinction appears arbitrary,
depending upon the point of focus.

30, Woelfel (1.973) discusses conceptual domain from a Newtonian Mechanics
persacctive, employing such concepts as inertial mass and message
forea to cxplain concepeual change over time,

39. DL1l (1938), Simpson and Gulley (1962), Lawrence and Lorseh (1967),
" Cofirath (1967), llegandhi and Reimaan (1973), and Duncan (1973).
This evidenca also provides support [or proposition 15,

40, Goudiman (1973) explicates this construct, marshalling evidence to
gupport the propositions whieh follow in the text. Lawrence and
Lorsch (1967) find thet aa environmental increases, length of time

horizon {ngreunses,
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41, Although perceived or anticipated control will be of major importance,
more actualized conteul at a. single point in time may be critical in
this process. This may derive from povwerful situational factors.

42. Simun (1957) is noted fur an cmphasis on organizarional rationality,
as are most of tue neo-classical theorists of organizations.

43, Terryberry (1968) discusses adaptation and environment in considerable
detail.

44. Blau and Scott (1962), for example.
45, 1t is proposed that increased size leads to moxe formalized siructures.

46. Litwak and Hylton (1961) focus on conflict as a basis for understanding
inter~organizational relationships. Turk (1973) also discusses these
processes from a conflict perspective., Pfeffer (1972) discusses or=
ganizational merger as a fuaction of resource exchange patterns,

This has relevance to proposition 14,

47. See Farace and Danowski (1973) for o explication of some hasic network
analysis concepts, procedures and applicatioms.

48. Social psychology has tended to define strengths of relationships as
a function of affect or liking. lowever, thes: psychological variables
have been found to be a function of the more sociological variable of
'frequency of communication’,

49. A more complex network can be conceptualized as one in which the ‘
uncertainty of predicting specific message paths through the network |
is high. ’

50, Lawrence and Lorsch (1967) discuss differentiation and integration in
detail.

51. Katzman (1970).
52. Schroder, Streufert, and Driver (1967).

53, Woudward (1965), Harvey (1968), Pugh, et al. (1968), Hape and Aiken
(1969), Mohr (1971), and Aldrich (1972).

54, Some of these propositions are dedvced from others in the nodel. No
direction 1& specified, since some are indizectly related and others
are mutually reciprocal. Further, only associational statistical
analysis (multiple regression) is used.

55, See Richards (1971) and Richards, Farace, ond Danowski (1973) for a
description of the algorithm and program characteristics.

56, This measute has a.so been used in an analysis of the communication
network in a large ageney in the Pentagon (see Berlo, et al. '"An
analysis uf the communication structure of the Office of Civil
pefense." Technicol report, Department of Commwnication, Michigan
Seate University, 1972).
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Berlo, et al. (1972 aud Monge describe and use a similar metric to
quautify intra-group structure. (Sce onge, P. R, "The evolution of
communication styucture,'" Unpsblished manuscript, Department of
Communication, Michigan 3tate University, 1971). In this research

. we develop an application to inter-group structure,

See Collins and Raven (1969) for a review of empirical research
on groups,

Guetzkow (16KY) discusses the problems of poor generalizability
of lab research to organizations more fully,

Sne Seashore (1964) for a discussion of the conduct of field ex-
periments in organizations.
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Table 1

Descriptive Statistics

Variable Minimum Maximum Mean s.D.
Connectedness 0.13 0.83 0.42 0.16
Zone Size ~+00 7.00 2.73 1.17
Zone Integration 0.00 1.00 0.45 0.46
Openness 21.00 534.00 156.70 139.20
Svstem Size 3.00 16.00 8.43 3.48

(N = 37)




Table 2

Simple Correlations

BEST COPY AVAILABLE

1 2 3 4 5
Connectedness 1.00
Zone Size .00 1.00
Zone Integration ~ .13 .07 1.00
upenness .39 .38 15 1.00
System Size - .75 12 - .17 ~ .22 1.00
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Table 3

Multiple Regression Information

Dependent Variable: Connectedness

A. Analysis of Variznce for Overall Regression

Sum of Squares d.f. Mean Square F sig.
Regression (about mean) .63 4 .16 18.5 <.0005
Error .27 32 .008
Total (about mean) .89 36

B, Multiple Correlation Coefficients

R2 R R Bar2 R Bar Standard Error
170 -84 166 081 '09

C. Independent Variables

Variable Beta Weight S.E. sig.
Zone Size .02 11 .842
Zone Integration ~,30 10 . 005
Openness 25 .11 . 028

System Size , -.75 .10 <, 0005




